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1. Abstract
The h-version finite element method (h-version FEM) has been predominantly used in topology optimization to date since it is more suitable for traditional element-based topology optimization strategies. However, the p-version finite element method (p-version FEM) has gained increasing popularity for analysis especially among front-end CAE packages where topology optimization is also used increasingly. In this work, we investigate the use of p-version FEM for topology optimization, and propose a topology optimization method that can take the advantage of the p-version FEM. Unlike the traditional element-based topology optimization method where a density design variable is assigned to each finite element, our approach separates density variables and finite elements so that the resolution of the density field, which defines the structure, can be higher than the finite element mesh. Thus, we can take full advantage of the higher accuracy that p-elements offer and overcome the disadvantage of coarse meshes usually used with p-version FEM. We demonstrate through examples that, with suitable techniques, topology optimization using p-version FEM enables achieving high resolution results with reasonable computational cost.
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3. Introduction
Structural topology optimization aims to find an optimal material distribution in a design domain under given boundary conditions. There have been significant advances in topology optimization in the past decades, and topology optimization has emerged as a powerful tool for generating innovative designs in various engineering fields [1]. In the popular element-based density method [2, 3], the design domain is discretized into finite elements, each of which is assigned a design variable (e.g., density) that is optimized. The optimization process results in different values for the design variables that define the optimal structure similar to the way pixels define a gray-scale image. To obtain a more well-defined design, a finer discretization is needed, requiring more computational power. Despite the rapid increase in computer performance, the need for efficient approaches to obtain high-fidelity designs remains, especially for three-dimensional applications.
Numerous efforts to reduce the computational cost of topology optimization have been documented in the literature. One approach is to use parallel computing to expedite the associated finite element analysis (FEA) [4]. Others use fast iterative solvers and nested solution approaches [5, 6], approximate reanalysis [7], and adaptive mesh refinement strategies [8, 9]. There have also been efforts to employ graphics processing units (GPU) [10] to overcome the computational expense challenge. All the above mentioned studies use a traditional element-based topology optimization approach where the same discretization is used for both the finite element mesh and the design variable set. In other recent studies, methods for improving topology optimization resolution by separating the design and the analysis models in a multi-resolution framework have been proposed [11] and demonstrated in large-scale applications including reliability-based optimization [12, 13], geometrical design of thermoelectric generator [14], biomechanics problems [15], interactive topology optimization apps on hand held device [16], and piezocomposite energy harvesting devices [17].
Additionally, various analysis methods have been investigated for topology optimization, among them are meshless method [18, 19], the boundary element method [20, 21], the finite volume method [22], and the isogeometric method [23]. However, the finite element method (FEM) has been most preferred so far. Traditionally, each finite element is assumed to have a constant material density that is represented by a design variable, resulting in the so-called element-based density method. To increase the analysis quality as well as the topology optimization result fidelity, one then refines the finite element mesh, i.e. using h-refinement or the h-version FEM. The h-version FEM is so well suited for the element-based approach topology optimization approach that the two are often thought of as an integral method. As a result, the majority of studies in topology optimization employ the h-version FEM for the analysis. However, the p-version of the finite element method has its own advantages in analysis and is becoming more and more popular especially in front-end design tools such as Creo [24] and ANSYS [25]. In contrast to the h-version FEM, the p-version FEM keeps the finite element mesh...
unchanged while increasing the polynomial order of shape functions in order to achieve higher analysis accuracy. With the p-version FEM, the traditional way of assigning a density to each finite element is not an effective approach since refinement of the analyses does not result in improved resolution for the topology. As the polynomial order increases, the resolution of topology optimization does not change to take advantage of the higher analysis accuracy.

There have been some efforts to use high-order elements for topology optimization reported in the literature. Higher-order elements have been used as a means to alleviate the checkerboard problem [26], which is caused by the fact that the analysis using first-order elements within an h-version FEM approach is not accurate enough for the geometry description using an associated element-based topology optimization approach. To avoid the checkerboard problem, second-order elements for analysis can be used. However, in practice, it is more computationally efficient to use a filter [27-29] together with first-order elements to avoid the checkerboard problem. In contrast, the p-version FEM has advantages in analysis and has gained widespread use. Recent efforts have been made to perform topology optimization with higher-order elements [30] where separate material and displacement discretization [11] for topology optimization have been used with the so-called “finite cell method” [30] for analysis. Even though a rather simple heuristic update scheme was used for optimization, promising results were shown. In this paper, the p-version FEM for topology optimization with standard mathematical programming algorithms is proposed. The proposed multi-resolution method allows flexible resolution for topology optimization and takes full advantage of the p-version FEM. The key features of the multi-resolution topology optimization approach using the p-version FEM are demonstrated via numerical examples.

4. The p-version finite element method
The p-version of the finite element method is well developed and documented, e.g. in [31]. This section provides a summary of key aspects relevant to the proposed topology optimization method for the completeness of the paper. The p-version FEM reduces approximation error inherent in finite element approaches by progressively increasing the polynomial degree of element shape functions. An important difference of the p-version FEM from the classical h-version FEM is in the use of hierarchical shape functions that have orthogonality properties. With standard higher-order finite elements, the shape functions are constructed from Lagrange polynomials [32], while the shape functions for the p-version FEM are constructed using Legendre polynomials, which form a hierarchical set. The procedure to construct the stiffness matrix and the load vector from the shape functions is similar to the standard finite element method [31, 32].
Shape functions in two-dimensional space are constructed based on the one-dimensional hierarchical shape functions. The shape functions for quadrilateral elements are presented here, and other two-dimensional elements, such as triangular elements, can be found in [31]. Consider a standard quadrilateral element, denoted as \( \Omega^q = [(-1,1) \times (-1,1)] \) and shown in Figure 1. The shape functions of quadrilateral elements are classified into nodal, edge and internal shape functions. The nodal shape functions are the same as shape functions of the standard FEM.

\[
N_{ij}(\xi, \eta) = \frac{1}{4} (1 + \xi_i \xi_j (1 + \eta_i \eta_j)), \quad i=1,...,4 \tag{1}
\]

Where \((\xi_i, \eta_i)\) are the coordinates of the i-th node of the reference element. These nodal shape functions are similar to the standard bilinear shape functions for isoparametric quadrilateral element. The edge shape functions differ
from the conventional FEM. For example, the edge shape function for edge \( E_1 \) in Figure 1 is defined as follows:

\[
N_{ij}^{E}(\xi, \eta) = \frac{1}{2}(1+\eta)\phi(\xi), \ i \geq 2
\]  

(2)

In which, \( \phi(\xi) \) is defined in Eq.(3) as follows:

\[
\phi(\xi) = \sqrt{\frac{2j-1}{2}}\int_{-1}^{1} \frac{1}{\sqrt{2j-1}}\left( P_j(\xi) - P_{j-1}(\xi) \right) dt
\]  

(3)

Where \( P_j(\xi) \) is the Legendre polynomials:

\[
P_j(\xi) = \frac{1}{2^j j! k!} \frac{d^j}{d\xi^j}(\xi^2-1)^k
\]  

(4)

The internal shape functions are defined for each element locally. These shape functions vanish at all the edges.

\[
N_{ij}^{int}(\xi, \eta) = \phi(\xi)\phi(\eta), \ i, j \geq 2
\]  

(5)

Where the indices \( i \) and \( j \) of the shape functions denote the polynomial degrees in the local directions \( \xi \) and \( \eta \), respectively. Figure 2 shows the plots of shape functions for a quadrilateral element in the trunk space [31] with \( p = 1 \) to \( p = 8 \), where polynomial degree \( p_\xi \) and \( p_\eta \) in directions \( \xi \) and \( \eta \), respectively, are set equal to \( p \). These shape functions are plotted according to the nodal and edge numbering convention in Figure 1.

![Hierarchical shape functions in quadrilateral element in trunk space with \( p = 1 \) to \( p = 8 \) (after [31]).](image)

### 5. Multi-resolution topology optimization using the p-version finite element method

This section describes the multi-resolution topology optimization approach using the p-version FEM. The topology optimization formulation is introduced for generic minimum compliance problems.

#### 5.1 Problem formulation

We consider the minimum compliance problem where the compliance is the objective function and the volume is the constraint.
\[
\begin{align*}
\min_{\mathbf{d}} & \quad \mathcal{C}(\rho(\mathbf{d}), \mathbf{u}) \\
\text{s.t.:} & \quad \rho = f(\mathbf{d}) \\
K(\rho(\mathbf{d}))\mathbf{u} & = \mathbf{f} \\
V(\rho(\mathbf{d})) & = \int_{\Omega} \rho(\mathbf{d})dV \leq V_f
\end{align*}
\]

Following are details of the terms used in the above equation: \( \mathbf{u} \) is the vector of coefficients, which consists of the coefficients corresponding to the node, edge, face, and internal shape functions. The coefficient values at the nodes equal the nodal displacement at the nodes. In this formulation, the displacement field \( u_e(x) \) is interpolated using the hierarchical shape functions:

\[
u_e = \mathbf{N}_e \mathbf{u}_e \quad (7)
\]

Where \( \mathbf{N}_e \) is the matrix of hierarchical shape functions and \( \mathbf{u}_e \) is the vector of coefficients corresponding to the degrees of freedom of element \( e \). The density field \( \rho \) is a function of the design variable vector \( \mathbf{d} \). The way \( \mathbf{d} \) is arranged and related to the density field \( \rho \) defines the design model and will be detailed in the following section. Through using a relaxation approach, the density can have any intermediate value between 0 and 1; thus material properties are related to the intermediate density by the well-known Solid Isotropic Material with Penalization (SIMP) model \([2, 27]\). According to this model, the Young’s modulus is computed as:

\[
E(x) = E_{\min} + \rho(x)^q(E^0 - E_{\min})
\]

In which \( E^0 \) is the original Young’s modulus of the material in the solid phase (corresponding to the density \( \rho = 1 \)), and the exponent \( q \) is the penalization parameter. \( E_{\min} \) is a very small stiffness which is introduced to prevent singularity of the stiffness matrix. The modified SIMP model in Eq.(8) differs from the original SIMP model in the occurrence of \( E_{\min} \), therefore, a small positive lower bound on the density is not needed. When the penalization parameter \( q \) is greater than 1, the intermediate density approaches either 0 (void) or 1 (solid).

### 5.2 Multi-resolution topology optimization using the p-version FEM

The design model follows the multi-resolution topology optimization (MTOP) approach, which has been successfully applied to the conventional h-version FEM in \([11, 33, 34]\). On top of the finite element mesh, we introduce a grid of points that represent the design variables \( \mathbf{d} \) (cf. Figure 3). Each point corresponds to one design variable, which can take any value between 0 and 1. This design variable grid is independent of the finite element mesh, thus the choice the design variable and finite element discretization is flexible. The denser the design variable grid is, the higher resolution the topology optimization can be. However, increasing the number of design variables also increases the computational cost associated with the optimization. Nevertheless, the optimization computation cost is usually much smaller than that of the associated finite element analysis \([4, 35]\).

![Design variable grid, density element, and finite element mesh](image)

The density field inside of a finite element is computed from the design variable grid using a convolution, in this case a filter \([29]\) as follows:
\[ \rho(x) = f(d) = \sum_{i \in S(x)} d_i \frac{w(r_i)}{\sum_{i \in S(x)} w(r_i)} \]

Where \( S(x) \) is the subset of the design variable vector \( d \), which lies in a circle of radius \( r_{\text{min}} \) and centered at point \( x \) (cf. Figure 3). The weight \( w(r_i) \) corresponding to variable \( d_i \) can be defined as follows:

\[ w(r_i) = \begin{cases} \frac{r_{\text{min}} - r_i}{r_{\text{min}}} & \text{if } r_i \leq r_{\text{min}} \\ 0 & \text{otherwise} \end{cases} \]

Note that the physical radius \( r_{\text{min}} \) (cf. Figure 3) is independent of the mesh. More discussion about the use of a filter in topology optimization can be found in [27-29]. In general, the filter imposes a length-scale to the resulting structure. More specifically, the size of the smallest structural member is in the range of \( 2r_{\text{min}} \). The larger \( r_{\text{min}} \) is, the more restriction is imposed on the design model. The choice of the length-scale parameter \( r_{\text{min}} \) is based on two considerations. First, it has to be large enough to avoid numerical instability. The smaller \( r_{\text{min}} \) is, the higher-fidelity the design model can be. At a certain point, the analysis model is no longer accurate enough for the fidelity of the design model, and the optimization will start producing spurious results. The analysis accuracy is dependent on the polynomial degree of the \( p \)-element. For the traditional element-based approach \((p = 1)\), the size of \( r_{\text{min}} \) must be larger than the size of the finite element. Moreover, \( r_{\text{min}} \) must be large enough such that \( S(x) \) is non-empty for all points in the design space, i.e. there is no point in the design space that the filter circle does not contain any design variable. Second, designers may want to limit the complexity of a design for easier manufacturing, and produce a more well-defined result for easier interpretation. In that case, \( r_{\text{min}} \) can be determined based on the desired complexity of the design.

6. Numerical examples

To show the effectiveness of our proposed approach we solve a benchmark example, the Messerschmitt-Bolkow-Blohm (MBB beam) [33] for minimum compliance subject to volume constraint (cf. Figure 4a). The beam has a length, \( b = 60 \) and height, \( h = 10 \). To enhance convergence to global optima, the continuation technique is used on the penalization parameter \( q \), \( q \) is initially taken as 1 and increased by 0.5 after every 30 iterations, and \( q \) is ultimately taken as 3. For this example, the analytical solution is the so-called Michell’s truss [36] as shown in Figure 4b.

![MBB beam example: (a) Domain, (b) Analytical solution (Michell’s solution [36])](image)

The optimization problem is first solved using the traditional element-based approach with a \( p \)-version FEM. The problem is solved for two cases, one using a density filter with a filter radius \((r_{\text{min}} = 1.2)\), and one using no filter. In both cases, the mesh finite element mesh is \( 60 \times 10 \). The results in Figure 5a and 5b show that increasing \( p \) from 1 to 4, and thus the number of degrees-of-freedom (DOFs) increases about 7 times, does not have significant effect on the results, indicating that the higher computational cost and higher accuracy of \( p \)-version FEM is wasted. Without the filter and for \( p = 2 \), the numerical instability is alleviated as shown in Figure 5c. However, increasing \( p \) further, \( p = 4 \), does not have significant effect on the results as shown in Figure 5d, even as the number of degrees-of-freedom (DOFs) increases by approximately a factor of 3. Note that filter introduces a gray area around structural members, otherwise the results with and without a filter have similar topology. Overall, there is no
significant improvement in the design when increasing polynomial degree $p$ if the traditional element-based approach is employed.

![Image](a) $p = 1$ with filter (nDOFs = 1,342)

(b) $p = 4$ with filter (nDOFs = 10,162)

(c) $p = 2$ without filter (nDOFs = 3,882)

(d) $p = 4$ without filter (nDOFs = 10,162)

Figure 5. Problem using traditional element-based approach with p-version FEM

Next, the problem is solved using the same mesh size of 60×10, but using the proposed multi-resolution approach. Since the example uses a structured mesh, a design variable grid that is parallel to the rows and columns of the finite element mesh is chosen. The spacing of design variables is one fifth of the finite element size. For simplicity, a uniform density element mesh that has 25 density elements in each finite element is used. For each polynomial $p$ from 1 to 6, a density filter radius that is just large enough to avoid numerical instabilities yet small enough to get as intricate structures as possible is used.

![Image](a) $p = 1$

(c) $p = 4$

(d) $p = 6$

(b) $p = 2$

Figure 6. Results using multi-resolution approach with p-version FEM on the same mesh a (FE mesh 60×10 elements) – effect of the polynomial degree $p$: (a) element-based approach; (b-d) multi-resolution approach
The results in Figure 6 show that as \( p \) increases, more and more intricate structures are obtained. This increase in fidelity of the results is similar to the improvement expected with h-version FEM when the finite element mesh is refined. Note that in this case the finite element mesh stays the same, while the polynomial order increases. For comparison, the result using the traditional element-based approach is included in Figure 6a. As can be seen from Figure 6b, c, and d, the results are improved as the polynomial degree \( p \) increases. In general, increasing the p-version FEM polynomial degrees improves the intricacy of the design, which is similar to the effect of refining the finite element mesh, while increasing the number of design variables and density elements improves the resolution of the results. It is also noted that for higher \( p \), it is possible to obtain structural members that are considerably smaller than the finite element size; this is obtained because of the increased accuracy of the p-version FEM method allows such fidelity of the design model so that smaller length-scale, i.e., filter radius, can be used to capture such fidelity. In this case, the filter radius is 1.2 for element based-approach and 0.75, 0.5 and 0.35 for \( p = 2, 4 \) and 6 for the multi-resolution approach, respectively. The results in Figure 6 show that that resolution can be improved by increasing the polynomial degree \( p \) in the p-version FEM.

7. Conclusions
Traditional element-based topology optimization has been well developed for the h-version of the finite element method. However, it does not work well with the p-version of the finite element method, which has gained popularity especially front-end analysis such as Creo and ANSYS [24, 25]. In this paper, we propose a multi-resolution topology optimization method that is more suitable for the p-version of finite element analysis. The method is based on the idea of decoupling of design model and analysis model so that the resolution for the topology description becomes flexible. This allows us to refine the design models along with the increase of polynomial order in the analysis model, even when the finite element mesh is fixed. The proposed method allows us to take full advantage of the increased analysis accuracy of the p-version FEM method for topology optimization. As the density and design variable meshes are finer than the displacement mesh, the approach enables to obtain high resolution results.
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